Spatially Perturbed Collision Sounds Attenuate Perceived Causality in 3D Launching Events
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Abstract

When a moving object collides with an object at rest, people immediately perceive a causal event: i.e., the first object has launched the second object forwards. However, when the second object’s motion is delayed, or is accompanied by a collision sound, causal impressions attenuate and strengthen. Despite a rich literature on causal perception, researchers have exclusively utilized 2D visual displays to examine the launching effect. It remains unclear whether people are equally sensitive to the spatiotemporal properties of observed collisions in the real world. The present study first examined whether previous findings in causal perception with audiovisual inputs can be extended to immersive 3D virtual environments. We then investigated whether perceived causality is influenced by variations in the spatial position of an auditory collision indicator. We found that people are able to localize sound positions based on auditory inputs in VR environments, and spatial discrepancy between the estimated position of the collision sound and the visually observed impact location attenuates perceived causality.
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1 Introduction

Consider the following visual display: a red circle moves in a straight line towards a blue circle until the edges of the two circles touch. After the two circles make contact, the blue circle moves away from the red circle along the same straight line. Although there is no directly observable information in the display signaling a causal connection between the motions of the two circles, you will most likely perceive the red circle as having launched the blue circle forward [20]. This is an example of causal perception: i.e., the immediate, automatic, and irresistible impression of causality and animacy from low-level perceptual inputs [45]. Such impressions lie in contrast with high-level causal inference, which describes how real-world interpretations are made using logical rules and conceptual knowledge [39].

A key characteristic of causal perception is that impressions are constructed at the perceptual level and do not rely on explicit background knowledge or experience [32, 39, 43, 45]. However, causal impressions are incredibly sensitive to the spatiotemporal properties of dynamic events [8, 32, 34]. For example, in the aforementioned visual display, (1) if there is a temporal delay between when the red circle stops and the blue circle begins moving, (2) if the edges of the circles are separated or overlapped at the time of impact, or (3) if the blue ball moves perpendicular to the red ball’s motion prior to impact, the impression that the red ball launched the blue ball will diminish [30, 42, 44]. Impressions of launching are also influenced by briefly observed motions of nearby shapes [44], indicating that the human perceptual system rapidly processes spatiotemporal information and visual context information to form immediate causal impressions from perceptual inputs [15, 39].

To date, researchers have exclusively utilized 2D visual displays to examine causal perception [30, 42, 44, 45]. This is largely due to the difficulty in varying the spatiotemporal characteristics of moving objects in the real world. Specifically, it is prohibitively difficult to “pause” a real-world collision at the moment of impact without some costly external apparatus: e.g., using magnets and a digital controller to move metallic objects at a given speed across an opaque track. However, virtual reality (VR) provides the means to manipulate such characteristics in immersive 3D environments. A secondary manipulation that VR technology affords is the perturbation of a sound’s location in 3D space. Previous work has shown that when a collision event is accompanied by an auditory cue indicating contact between two objects (e.g., a clack sound), observers report a greater causal impression than when the sound is absent [18]. It remains unclear, however, whether the human perceptual system encodes the location of the sound when forming such impressions, as it does when it infers that a ventriloquist’s voice emanates from a nearby dummy [1]. Thus, the present study sought to answer the following questions: (1) do classical findings in causal perception extend to 3D virtual environments, and (2) does the spatial position of an auditory collision indicator influence perceived causality?

Three experiments were conducted to address these questions. In each experiment, an initially moving red object collides with an initially stationary blue object, and after a 0 to 400 msec delay, the blue object begins moving forwards (see Fig. 1 (b)(d)). In Experiment 1, participants reported causal impressions in 2D launching events in the presence and absence of an auditory collision indicator. The first experiment was a direct replication of Guski and Troje’s [18] previous study and was designed to determine whether their findings extend to tasks presented via a VR apparatus. In Experiment 2, participants completed an identical task but in a 3D virtual environment. The collision sound in the second experiment was always located at the ground-truth position: i.e., at the location of impact. The purpose of Experiment 2 was to ensure that previous findings in audiovisual
causal perception extend to 3D collision situations. Experiment 3 was identical to Experiment 2, except that the spatial position of the auditory collision indicator was perturbed ±90° around the observer in increments of 30° (see Fig. 1 (e)).

In summary, the present study made the following contributions: (1) replicated previous work of causal perception in a virtual environment to demonstrate the viability of VR technology in examinations of human perception and cognition, (2) examined the effect of spatially perturbed auditory collision indicators on impressions of causality in delayed launching events, and (3) measured how well humans can estimate sound location in a VR setup. The remainder of the paper is structured as follows: Sect. 2 discusses related work in causal perception and virtual reality, Sect. 3 describes the method and results for the aforementioned experiments, and Sect. 4 discusses our findings and proposes future directions for further work.

2 Background and Related Work

The ability to perceive causality is fundamental for making sense of the dynamic world. It emerges early in human life, as 6-10 month-old infants are sensitive to cause-effect relationships in visual scenes [12, 24]. Following the classical work of Michotte [32], object collisions—and more specifically, launching events—have been demonstrated as invariable physical systems for examining causal perception (e.g., [18, 30, 42, 44, 45, 52]). Their utility follows from the strong dependency of causal impressions on the spatiotemporal characteristics of perceived events. Importantly, displays are generally devoid of any high-level indicators of causal agency (but see [30]). Thus, the problem of causal inference can be modeled at the perceptual level, which is described in Sect. 2.1. Sect. 2.2 outlines recent applications of VR technology in academic studies.

2.1 Causal Perception

Recently, researchers have proposed that causality is perceived by inferring the marginal probability of a causal relationship given observational evidence in visual scenes, which has been evaluated under the noisy Newton framework [17, 42]. Since people’s estimates of relatively simple perceptual variables (e.g., distance, velocity, and time) are inherently uncertain, their values must be inferred based on prior expectations. For example, people expect that objects are more likely to move slowly than quickly, and in causal collision events, the initially stationary object should move immediately after the initially moving object makes contact (i.e., there is no spatial separation between objects at the moment of impact) [42]. When observing collision events, perceptual estimates of velocity, spatial separation, and temporal delay are consistently biased towards these prior expectations.

The noisy Newton framework further assumes that humans have an internal physical model encoded in neural circuitry [14] which approximates ground-truth physical principles to propagate noisy perceptual inputs forwards in time. Given a causal physical model (or schema [38]) for collision events, objects should move in accordance with the principle of conservation of momentum, and given a noncausal model, objects should move randomly. The observed speeds of the two objects (pre- and post-collision) as well as the observed temporal delay and spatial separation in a perceived collision are compared to each model’s predictions to assess the relative likelihood of a causal interaction. This provides a quantitative estimate of human causal impressions across launching events that vary in their spatiotemporal characteristics. The resulting predictions align well with people’s causal ratings: i.e., the the temporal delay and spatial separation in a launching event increase, causal ratings decrease [42].

Although the noisy Newton framework has demonstrated success explaining a breadth of intuitions that people have about the physical world (see [23] for a review), situations involving both visual and auditory information have yet to be modeled. It remains unclear whether certain characteristics of auditory information (e.g., the spatial position of sound) are encoded by the perceptual system when forming launching impressions. The present work makes an initial stride towards determining the depth and complexity of perceptual information utilized when inferring the causal structure of the physical world.

2.2 Virtual Reality (VR)

Virtual reality technology has demonstrated itself as a low-cost and effective means to test and train humans in rare and extreme environments. For example, VR systems—and gaming systems, broadly—have been utilized to train users in disaster prevention exercises [33, 37, 49, 53], medical emergency scenarios [2, 48], firefighting simulations [5, 10, 50], aviation safety [11], and general traffic and fire safety [6, 31, 36]. These systems are incredibly useful for training purposes, as they allow for the simulation of dangerous situations in a safe and controlled environment.

However, previous generations of VR devices have been limited by their computational capabilities, as well as their relatively poor sound and video quality. Therefore, the aforementioned studies have primarily focused on procedural training in critical situations. Traditionally, VR systems have also suffered from their limited accessibility, as they often required the use of large-scale test environments and prohibitively bulky motion tracking devices operated by experienced personnel. Such drawbacks have hindered the use of VR technology in cognitive studies, where participants (and experimenters) generally lack the experience needed to work with complex VR apparatus. Thus, previous behavioral studies in cognitive science which utilize video game and virtual reality technology have been largely restricted to problems represented at the symbolic level [22, 35, 40]. Importantly, however, the virtual reality industry has been faced with many of these shortcomings. With the increasing popularity of consumer-level VR devices (e.g., Oculus Rift/Touch, HTC Vive, Google Daydream, etc.) as well as recent advancements made in general-purpose GPU implementations, the auditory and visual quality of modern VR systems have dramatically improved. Over the past two years, VR has become increasingly popular in academic research and has demonstrated itself as an established, albeit relatively new, method for administering sophisticated and detailed tasks. Examples of such applications include fine-grained earthquake simulation and disaster prevention [27], visual navigation [57], semantic planning [56], and robot grasping [19, 54]. General purpose VR platforms have also been utilized to examine human-scene interactions [28] and optimize autonomous vehicle policies [47]. In cognitive studies, researchers have demonstrated the utility of VR devices in examinations of human deceptive behavior [3], physical intuitions in novel gravity fields [55], visuomotor adaptation [29], haptic retargeting [4], and locomotion and motion perception [9]. The present study aims to further establish the viability of VR experiments in cognitive science by examining causal perception in immersive, 3D virtual environments.

3 Experiments

Participants. A total of 36 participants (17 female; 19 male) were assigned to three separate experiments in the present study. Of these participants, 10 (3 female; 7 male) were assigned to Experiment 1, 10 (5 female; 5 male) were assigned to Experiment 2, and 16 (9 female; 7 male) were assigned to Experiment 3. Participants were either undergraduate or graduate students. All participants had either normal or corrected-to-normal vision and reported normal hearing ability. The average age of participants was 22.5 (SD = 2.3), and each participant was randomly assigned to one of the three experiments.

Most participants had little or no experience interacting with VR systems. Of the 36 participants who completed the study, only 2 reported having experience using VR devices for more than 10 hours over the past year; all other participants reported having 0-5 hours of experience over the past year. Participants were also asked to report their experience playing video games. Only 2 participants indicated having experience with XBox or Playstation gaming systems. One third of the participants reported that they played PC games every week, and 10 participants reported that they played cell phone games regularly.

Ethics Statement. The current experiment received approval from the Institutional Review Board and was confirmed as having no conflicts of interest. The study had minimal risk, and participation was voluntary: i.e., participants could choose to halt the study at any time. Oral consent was obtained prior to each experiment session by the experimenter, and no identifying information was attached to the collected data.
Apparatus and Procedure  The VR environments in the present study were designed in the Unity3D 2017.1 engine and were administered via an HTC Vive system (see Fig. 1 (a)). In each experiment, participants wore a Vive head-mounted display (HMD) which provided visual input to the user. The HMD consists of two screens (one for each eye), each providing a 1080 x 1200 resolution image to the user at a refresh rate of 90 Hz. Participants also held a pair of HTC Vive controllers which were tracked by two Vive base stations mounted on the walls of the experiment room. The trackpad on each controller was programmed to work as a laser pointer which was used to provide user input to the VR system. Participants traversed instruction windows and reported causal ratings by pointing to their choices and pressing the controller’s trigger to indicate their selection. Auditory input was provided via a pair of Logitech gaming headphones with 7.1 channel surround sound output. The headphones provided stable and accurate sound localization, which was imperative for Experiment 3.

To inhibit interference due to external stimuli, each experiment was conducted in a quiet and spacious testing room. During the experiment, participants sat on a swivel chair that was free to rotate about a 360° angle. Although they were unable to traverse the 3D environment, participants were free to change their viewing angle during each trial. Prior to each experiment, participants were provided with instructions showing them how to wear the HMD and headphones, as well as how to interact with the system using the controller. Participants were told to report any sickness or discomfort with the apparatus at any point in the experiment and that they could terminate their session at any time. Instructions for each experiment were provided via a window in the VR environment; participants read the instructions and indicated, with their controller, when they were ready to proceed to the next window. This was done to prevent any bias resulting from verbal instructions from the experimenter. Participants were, however, told to notify the experimenter if they had any questions during the instruction period.

Experiment Overview  Experiments 1 and 2 were designed to replicate Guskii and Troje’s [18] primary finding (i.e., provision of an auditory collision indicator in launching events increases perceived causality) in 2D and 3D VR setups, respectively. The purpose of the replication was (1) to ensure that measured performance in the response data did not arise due to the use of the VR interface and (2) to determine whether previous findings in audiovisual causal perception extend to realistic, 3D environments. The procedure for each experiment was similar to that in Guskii and Troje: Participants viewed a red object (a 2D circle in Experiment 1; a 3D ball in Experiment 2) move towards a stationary blue object until the edges of both objects coincided. Once contact was made, the red object stopped, and after a delay the blue object began moving forwards. The movement of the blue object following impact was delayed with duration in the range of 0 to 400 msec in each experiment. A schematic drawing illustrating the temporal delay is shown in Fig. 1 (c). Following observation of each collision, participants reported the degree to which they perceived the red object as having launched the blue object forwards. The objects moved along a straight trajectory in Experiment 1 (i.e., the 2D environment) but moved along a circular trajectory in Experiment 2 (i.e., the 3D environment; see Fig. 1 (d)). In Experiment 2, the collision sound was always located at the ground-truth position: i.e., the point of impact.

Experiment 3 was identical to Experiment 2, except that the spatial position of the collision sound was varied across the circular movement path. A circular path was utilized in Experiments 2 and 3 so that the volume of the collision sound did not vary with the magnitude of spatial perturbation: i.e., if a straight trajectory was used, the volume would decrease as the magnitude of perturbation—and thus the spatial distance of the sound—increased (see Fig. 2). Given a straight trajectory in 3D space, it would be unclear whether differences in causal ratings were due to variations in the spatial position of the sound or the volume. However, since all points on a circular path are equidistant to the observer, the effect of volume on causal ratings was effectively removed. Experiment 2 also served as a control experiment for Experiment 3. Without the second experiment, it would be unclear whether causal ratings in Experiment 3 were influenced by the spatial positions of the collision sound or the extension of motion from a straight 2D trajectory to a circular 3D trajectory.

Experiment Setting  To prevent any carryover effects between experiments, we employed a between-subjects design. In both Experiments 1 and 2, participants completed 36 trials in a randomized order without a break. The temporal delay was varied between 0 and 400 msec in increments of 50 msec, resulting in 9 temporal delays total. The same trials were presented to each participant twice. Eighteen trials were presented with a collision sound, and the remaining 18 were presented with no sound. Both Experiments 1 and 2 took approximately 30 minutes to complete. After viewing the collision in each trial, participants were asked “Did the red object launch the blue object?” and gave their rating on a virtual slider ranging from “Definitely No” to “Definitely Yes”. Participants were told that a rating of “Definitely Yes” should correspond to “a strong impression that the red ball set the blue ball into motion by pushing it forward”, and a rating of “Definitely No” should correspond to “a strong impression that the red ball did not influence the motion of the blue ball”. The reading of the slider was later converted into the rating scale used in previous work [18] via the following expression:

\[
\frac{s - p_{\text{min}}}{p_{\text{max}} - p_{\text{min}}} \leq \frac{9}{9} \leq \frac{p - p_{\text{min}}}{p_{\text{max}} - p_{\text{min}}} \leq \frac{s - p_{\text{min}}}{p_{\text{max}} - p_{\text{min}}}
\]  

where \( s \) is the reading of the slider, \( p_{\text{min}} \) and \( p_{\text{max}} \) are the minimum and maximum values of the slider, and \( s \) is the converted rating scaled from 1 to 9 with a step size of 1. Here, a rating of 1 corresponds to the lowest possible rating, and a rating of 9 corresponds to the highest.

In Experiment 3, the same 9 temporal delays were included, but the spatial position of the collision sound was also varied between 90° and 90° in increments of 30° around the observer (8 collision sound conditions total, including the without sound condition). Each trial was repeated twice, yielding a total of 144 trials which were separated into two blocks and presented in a randomized order. Following observation of the collision in each trial, participants were asked the same question as in Experiments 1 and 2. After completing the first two blocks, participants completed a third block in which they were asked to indicate on a slider where they estimated the collision sound came from. Nine trials without a collision sound were present in each of the first two blocks, but removed from the third block, yielding 63 trials in the third block presented in a randomized order. Participants were given the opportunity to take a break between blocks in Experiment 3. Trials in the third block of Experiment 3 differ from the trials in the preceding two blocks—as well as the trials in Experiments 1 and 2—in that participants were explicitly prompted to consider the auditory collision indicator when rating their causal rating. This allowed us to examine whether (1) people’s position estimates of collision sounds are accurate or biased; and (2) whether increased attention to an auditory cue impacts perceived causal impressions. It took participants approximately two hours to complete the three blocks in Experiment 3.

The size and speed of the objects in the 2D and 3D environments were also matched to previous work in causal perception. In the 2D and 3D environments, each object subtended 10.1° and 10.7° of visual angle, respectively. In both environments, the objects moved at an angular speed of 13.2°/sec. The post-collision speed of the blue object was matched to the pre-collision speed of the red object, indicating a perfectly elastic collision (i.e., no energy was lost to heat/friction or deformation in the collision) where each object was equally heavy. In each experiment, the size and surface material of each object were also identical (only the colors of the objects were different). In Experiment 1, each launching event lasted approximately 10 seconds. In Experiments 2 and 3, each event lasted approximately 15 seconds.

3.1 Experiment 1: Causal Perception in 2D motion  In the first experiment, participants were asked to provide causal ratings after viewing launching events in a 2D virtual environment in the presence and absence of an auditory collision indicator. The
aim of Experiment 1 was to compare causal impressions in a virtual environment with previous work which presented collision events using an LCD projector [18]. The movement of each circle was confined to a straight line in 2D space, and the shading was removed in the visual rendering (see Fig. 1 (b)). The design of Experiment 1 was identical to Guski and Troje’s previous study: the only difference was the hardware used to present collision events and the question for measuring participants’ causal impressions. Our aim was to provide a causal question to participants that was consistent with previous studies in the causal perception literature [45]. Thus, following observation of each collision, participants were simply asked “Did Object A launch Object B?”.

2D Sound Synthesis In order to replicate the clack sound presented to participants in the original study [18], auditory spreading effects in the virtual environment were removed. The spatial blending setting was turned to 2D mode, and reverbation effects were turned off. A linear model was used to determine the volume of the sound as a function of distance from the observer (see Fig. 2). Taken together, the sound settings constrained both auditory channels to have equal volume, which effectively emulated the previously employed collision sound.

A bowling ball collision sound (imported to the Unity engine) was utilized in the present study. The sound lasted for approximately 10 msec in the 2D environment, and its pitch $P$ (or frequency) was modified based on the speed of the object via the following expression:

$$\frac{s_i}{s_0} + b,$$  

where $s_i$ is the speed of the object, $s_0$ is the reference speed of the object (i.e., the maximum linear speed of the ball), and $b$ is the pitch offset. The pitch of the collision sound was manipulating using Eq. 2 so that impacts resulting from slower objects corresponded to lower-frequency collision sounds. Since the speed of the ball $s_i$ in the 2D environment was constant across trials, the pitch also remained constant.

Training Session Participants began the experiment by reading through a set of instructions presented on windows (or screens) in the virtual environment. Participants were provided with a static depiction of a launching event (pre- and post-collision), and were briefed about the task. Once participants finished reading through the instructions, they were told that they would begin the experiment by completing a set of practice trials. Following Guski and Troje’s experimental procedure, participants were informed that the practice trials would consist of both good and bad examples of launching, as well as examples that are somewhere in between. This was done to establish the bounds of participants’ individual rating scales: i.e., what should be perceived as launching and what should not. Information about the presence of an auditory collision indicator was not provided to the participants.

There were six practice trials at the beginning of the training session, depicting low (0 msec), medium (200 msec) and high (400 msec) temporal delays in the presence and absence of a collision sound. The trials were presented in a randomized order, and the
found no observable difference between causal ratings in the with- sound and without-sound conditions at a temporal delay of 400 msec (see Fig. 3). Guski and Troje reported with-sound causal ratings approximately twice as large as without-sound ratings ([118]; Fig. 3, pg. 794). One potential reason is that the studies used different wording when instructing participants to provide their rating judgment: while participants in the present study were simply asked “Did the red ball launch the blue ball?”, Guski and Troje’s study asked “How probable is it that the movement of the blue object (disk or ball) is caused by a perceivable event immediately before?”. The two questions differ in one critical aspect: i.e., the type of causal event (sound or motion) was left open to participants in the Guski & Troje study, whereas the auditory cue was not alluded to with the wording used in the current experiment. Since their experimental question was designed to call attention to the auditory cue (implied by “a perceivable event immediately before”), it was likely to have biased participants to give higher ratings in the with-sound condition, regardless of temporal delay.

Taken together, results from Experiment 1 confirm that the impact of auditory collision indicators on perceived causality extends to launching events presented in a VR system. In agreement with previous findings ([13, 18, 21, 25, 26, 41, 46, 51]), the present results further demonstrate that visual and auditory events appear to be linked together given that they occur within 200 msec of one another.

### 3.2 Experiment 2: Causal Perception in 3D motion

The second experiment was identical to Experiment 1, except that launching events were presented in a 3D virtual environment. The primary purpose of Experiment 2 was to determine whether previous findings in causal perception extend to 3D virtual environments. Instead of circles, participants viewed red and blue balls, which were rendered using 3D meshes with natural lighting and shading. A gray tile floor and a curved wall indicating the edge of the circular trajectory were placed into the environment to facilitate motion perception in 3D space. The curved path of each object was also highlighted (via a yellow line that trailed each ball) in order to facilitate perception of the circular trajectory (see Fig. 1 (d)).

**3D Sound Synthesis** The virtual environment employed in Experiment 2 not only affords 3D vision, but also 3D auditory perception: i.e., the Unity engine provides native tools and configurations to accurately emulate a sound’s position and motion in 3D space. This was achieved by setting the spatial blend option in the Unity engine to 3D mode and utilizing the standard surrounding 7.1 audio environment offered by the Microsoft HRTF Spatializer. The pitch of the collision sound was calculated using Equation 2, and reverberation effects were present but set to a low value. A logarithmic roll off mode was used to determine the relationship between volume and the distance of the sound to the observer (see Fig. 2). A logarithmic model was utilized so that small differences in spatial distance (specifically, the distance between each observer’s ear) led to a relatively large change in volume. This was especially important for Experiment 3, where observable differences in volume between each ear were needed to localize auditory signals in 3D space. The collision sound in the 3D environment lasted approximately 6 msec.

**Procedure** The 6 practice trials in the training session of Experiment 2 were the same as in Experiment 1. The instructions and causal question in each trial were also identical to the previous experiment except an additional window of instructions was provided to ensure participants’ bodies were oriented towards the same position at the beginning of the training session. In the additional instructions window, participants were told to look for a fixation cross (‘+’ symbol) located near the left edge of the blue ball and face towards it by rotating their swivel chair clockwise. A button was placed over the fixation cross, and after it was pressed, the session began. This manipulation was made to ensure that participants observed each collision from the same viewing angle in the 3D environment.

Following the practice trials, participants completed 36 testing trials with the same temporal delay parameters as in Experiment 1. The testing trials in Experiment 2 were identical to the trials in Experiment 1, except that the experiment was paused for 2 seconds before the beginning of each trial to give participants time to prepare.

**Results** Median causal ratings in Experiment 2 declined as temporal delay increased in both the with- and without-sound conditions (see Fig. 4). Results from a Friedman test indicate that causal ratings in the presence of a collision sound were significantly greater than ratings in the absence of a collision sound: $\chi^2(1) = 51.6; p < 0.001$. Comparing results from Experiments 1 and 2, the effect of the collision sound was greater in the 3D environment compared with the 2D environment, as evidenced by the larger Friedman test statistic. The logistic regression slope in the with-sound condition was also smaller than in the without-sound condition ($b = 0.32$ versus $b = 2.66$), and the difference between slopes was more pronounced than in Experiment 1.

It is important to note that causal ratings in the 3D environment did not decrease until after a temporal delay of 50 msec, which agrees with Michotte’s classical work [32]. Thus, regression analyses were performed starting from a temporal delay of 50 msec. Regression results for the without-sound condition agree with the results in Experiment 1: i.e., causal ratings in the absence of sound were best fit by a quadratic ($r^2 = 0.97$, BIC = −8.83) and a logistic ($r^2 = 0.997$, BIC = −27.47) trend rather than a linear one ($r^2 = 0.72$, BIC = 7.56). Similar to Experiment 1, ratings in the presence of a collision sound also showed a strong linear trend ($r^2 = 0.99$, BIC = −18.09), but the quadratic ($r^2 = 0.995$, BIC = −23.19) and logistic ($r^2 = 0.995$, BIC = −19.22) trend were also pronounced.

There were two notable differences between causal ratings in Experiment 2 (3D environment) and Experiment 1 (2D display): (1) Causal ratings did not decrease until a temporal delay of 50 msec, and (2) quadratic and logistic BIC values in the with-sound condition were lower than the linear BIC value. The first difference was likely due to the immersive characteristics of the 3D environment: i.e., since the motions of the objects appeared more natural, causal ratings were raised to ceiling levels for small (50 ms) temporal delays. The second difference arises because the slope in the quadratic and logistic regression models were so small that the curves were essentially linear. Although the two models were penalized for having an extra free parameter in the BIC calculation, their predictions were slightly more accurate leading to roughly equivalent BIC values. This remains consistent with Experiment 1’s results as well as Guski and Troje’s: i.e., without-sound causal ratings are best fit by a nonlinear (quadratic or logistic) model, and with-sound ratings are effectively fit by a linear one.

**3.3 Experiment 3: Spatially Perturbed Collision Sounds**

The third experiment was designed to examine whether the spatial position of an auditory collision indicator influences perceived

---

[Figure 4: Box plot of causal ratings in Experiment 2 in the (left) absence and (right) presence of a collision sound. Red horizontal lines indicate median causal ratings, and the bottom and top edges of the blue boxes indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points that were not considered outliers, and red ‘+’ symbols indicate outliers. The x-axis shows the temporal delay between the moment of impact and the start of the blue ball’s motion. The black, red and green curves are linear, quadratic, and logistic regression plots, respectively. Compared to Experiment 1, all regressions begin at a temporal delay of 50 msec instead of 0 msec.

Participants also oriented their bodies towards the fixation cross prior to the testing session according to the same procedure employed in the training session.

The 6 practice trials in the training session of Experiment 2 were identical to the trials in Experiment 1, except that the experiment was paused for 2 seconds before the beginning of each trial to give participants time to prepare.

---

[Table 1: Data for linear, quadratic, and logistic regression models fit to causal ratings in Experiment 2 in the absence and presence of a collision sound. BIC values are given for each model, and outliers are indicated with '+'. The best-fit model is marked with an asterisk (*)

<table>
<thead>
<tr>
<th>Model</th>
<th>Absence</th>
<th>Presence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$r^2 = 0.97$, BIC = −8.83</td>
<td>$r^2 = 0.997$, BIC = −27.47</td>
</tr>
<tr>
<td>Quadratic</td>
<td>$r^2 = 0.99$, BIC = −18.09</td>
<td>$r^2 = 0.995$, BIC = −23.19</td>
</tr>
<tr>
<td>Logistic</td>
<td>$r^2 = 0.995$, BIC = −19.22</td>
<td>$r^2 = 0.995$, BIC = −19.22</td>
</tr>
</tbody>
</table>

---

[Figure 5: Box plot of causal ratings in Experiment 3 in the (left) absence and (right) presence of a collision sound. Red horizontal lines indicate median causal ratings, and the bottom and top edges of the blue boxes indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points that were not considered outliers, and red ‘+’ symbols indicate outliers. The x-axis shows the temporal delay between the moment of impact and the start of the blue ball’s motion. The black, red and green curves are linear, quadratic, and logistic regression plots, respectively. Compared to Experiment 1, all regressions begin at a temporal delay of 50 msec instead of 0 msec.

Participants also oriented their bodies towards the fixation cross prior to the testing session according to the same procedure employed in the training session.
The experiment setting was identical to the setting in Experiment 2 (3D environment), except the spatial position of the collision sound was varied between $\theta = -90^\circ$ and $90^\circ$ of visual angle from the ground-truth impact location in increments of $30^\circ$. In addition, we measured how well participants could estimate the spatial locations of the collision sounds from auditory inputs. The position of the sound in 3D space for each of the angular perturbations $\theta$ was calculated using the following expressions:

$$x_i = x_0 - r \sin(\theta)$$  \hspace{1cm} (3)
$$y_i = y_0$$  \hspace{1cm} (4)
$$z_i = r \cos(\theta)$$  \hspace{1cm} (5)

where $(x_i, y_i, z_i)$ is the spatial position of collision sound and $(x_0, y_0, z_0)$ is the ground-truth sound position: i.e., the location of impact between the two objects. The Unity engine was employed to vary the position of collision sound, and the pitch was calculated using Equation 2. Once again, the volume followed a logarithmic trend over distance (Fig. 2).

Procedure There were 12 practice trials total comprised of three different temporal delays (low [50 msec], medium [200 msec], and high [400 msec]) and 4 different sound settings (no sound and sound at $\theta=90^\circ$, $0^\circ$, and $90^\circ$). Note that the three delays used in the training trials in Experiment 3 were different from the delays used in Experiments 1 and 2. This was due to the previous finding that causal ratings did not begin to decrease until after 50 msec of temporal delay. The order of the training trials was randomized.

Following completion of the practice trials, participants proceeded to the testing trials outlined at the beginning of this section. The testing trials were divided into three blocks. The question in the first two blocks was the causal rating question as in Experiment 2. In the third block, participants were also asked to use their controller to indicate (on a slider) where in the 3D environment they believed the collision sound located directly to the left or right of an observer had no impact on perceived causality, whereas the linear trend became more prominent as the sound location of the sound shifted from $30^\circ$ to the ground-truth position.

Linear, quadratic, and logistic regression were performed on causal ratings in each of the sound location conditions. Squared correlation and BIC values for each condition are depicted in Table 1. The regression results agree with those of Experiment 2 in that a quadratic and logistic trend fit best to causal ratings in the without-sound condition, whereas linear, quadratic and logistic trends were roughly equivalent when the sound came from the ground-truth position. Interestingly, the linear trend became more prominent as the position of the sound shifted from $90^\circ$ to the ground-truth position. Also, in the $+60^\circ$ and $+90^\circ$ sound conditions, the linear trend was

![Figure 5: Box plot of causal ratings in Experiment 3. Red horizontal lines indicate median causal ratings, and the bottom and top edges of the blue boxes indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points that were not considered outliers, and red ‘*’ symbols indicate outliers. The x-axis shows the time delay between when the red ball stopped and the blue ball began moving. The black, red and green curves are linear, quadratic and logistic regression plots, respectively.](image-url)
more pronounced when the sound came from a position in the right half of participants’ visual field. Although causal ratings were not statistically different between sound locations in the left/right halves of the visual field, the regression results suggest that causal ratings decreased at a more linear rate (as a function of temporal delay) when the sound came from an angular position of 60° and 90° to the right of the impact location ($BIC = 3.21$ and 5.74) compared to 60° and 90° to the left ($BIC = 6.16$ and 9.20; see Table 1). This difference was not observed in the ±30° sound conditions.

We also examined how well participants were able to estimate spatial locations of collision sounds in the VR environment. Fig. 6 depicts causal predictions plotted against ground-truth sound positions. Although participants were generally accurate in predicting the direction from which the collision sounds were heard, their estimates were biased towards the visually perceived impact location when the sound was relatively far away ($\theta \geq 60^\circ$). Linear, quadratic, and logistic regression were performed on participants’ location predictions, which indicated a superior fit by the logistic trend (logistic: $r^2 = 0.997$; linear: $r^2 = 0.96$; quadratic: $r^2 = 0.96$). We further examined sound location predictions when the sound was generated at the ground-truth impact location. Interestingly, participants’ position estimates were biased in the direction of the objects’ motion: $t(143) = 2.3, p = .03$. Taken together, the results of Experiment 3 indicate that humans are capable of spatially locating sounds in 3D virtual environments, and spatial auditory information is utilized by the perceptual system when forming immediate causal impressions.

In Experiment 1, we called attention to the difference between the present causal rating question and the question asked by Guski and Troje. However, the manipulation made to the task in the third block of Experiment 3 (i.e., the collision sound location component) adhered to the auditory collision sounds used in Guski and Troje’s study. Similar to their findings, causal ratings in the within-condition condition were approximately twice the magnitude of ratings in the without-sound condition when participants were additionally tasked with locating the collision sound in 3D space (see Fig. 7). This finding suggests that any minor discrepancies between our results and those of Guski and Troje arose due to differences in the causal questions that were asked.

4 Conclusions and Future Work

In the present study, we demonstrated that (1) classical results in causal perception [18, 32, 42] can be replicated in novel virtual environments, (2) humans are able to perceive the virtual location based on auditory inputs, although estimates were biased in some cases, and (3) variations in the position of an auditory collision indicator lessen the impression of causality in dynamic scenes.

The third result is best understood in the context of visual capture: i.e., the prevalence of visual information in sensory integration [16]. One common example is the ventriloquist effect, whereby a puppet is made to appear as if it is speaking by a nearby performer [1]. If the performer were standing across the room from the puppet, it would be clear that it was actually the performer speaking. This corresponds with causal ratings in the ±90° conditions, where the sound appeared to have little to no impact. Naturally, as the sound became closer to the ground-truth position, ratings correspondingly increased. It would be interesting for future work to further explore

![Figure 6: Participants’ sound location predictions versus ground-truth positions. The black, red, and green lines indicate a linear, quadratic and logistic regression, respectively. The dashed red line depicts ideal causal predictions.](image)

![Figure 7: Box plot of causal ratings in the third block of Experiment 3 in the (left) absence and (right) presence of a collision sound. The participants were explicitly prompted to consider the auditory collisions indicator before giving the causal ratings. Red horizontal lines indicate median causal ratings, and the bottom and top edges of the blue boxes indicate the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points that were not considered outliers, and red ‘+’ symbols indicate outliers. The x-axis shows the temporal delay between the moment of impact and the start of the blue ball’s motion. The black, red and green curves are linear, quadratic and logistic regression plots, respectively.](image)